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Abstract
Results from numerical simulations play a vital role in the decision process of everyday groundwa-
ter management. However, these simulations can be time-consuming for large-scale investigations, 
and it can be necessary to apply approximate methods instead.
This study investigates the abilities of a neural network to replicate simulated drawdown from 
groundwater abstraction in a numerical groundwater model of the Egebjerg catchment, Denmark. 
We follow a generalised methodology that uses the information within the deterministic numerical 
model to create a training set for the neural network to learn from and extend the method to work 
in a 3D Danish groundwater model case. We compare the abilities of the trained neural network 
with the results of conventional computations in terms of speed and accuracy and argue that this 
approach has the potential to improve decision support for decision-makers within groundwater 
management.
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Introduction
Groundwater models informed by data on geology and hydrological prop-
erties of the subsurface are important tools in groundwater management 
(Gorelick 1983; Pisinaras et al. 2007; Hadded et al. 2013). These models sim-
ulate groundwater flow in the subsurface and are used to investigate the 
environmental effects of external interventions on the groundwater system, 
such as the establishment of new abstraction wells.

Dahl et al. (2023) provide an approach for training a neural network to 
replicate the results of drawdown from an abstraction well as simulated in a 
MODFLOW model (Harbaugh 2005) with a probabilistic output. The network is 
trained to model the mapping between a few influential model attributes and 
simulated drawdown. Once trained, the network carries out this mapping at a 
speed exceeding 100 times that of conventional MODFLOW simulations. Dahl 
et al. (2023) make use of a synthetic groundwater model and limit the draw-
down predictions to the layer of pumping. Here, we extend the method pre-
sented in Dahl et al. (2023) to allow abstraction from multiple suitable model 
layers and predict drawdown in a full 3D real field-based groundwater model of 
the Egebjerg catchment, East Jylland, Denmark (approx. 55.9748°N, 9.8129°E to 
55.8581°N, 9.9645°E). Predictions from the neural network are compared with 
MODFLOW simulation results, and we discuss the generalisation potential of the 
tested method.

Materials and methods
The methodology of this paper is based on that presented by Dahl et al. 
(2023). Our aim is to generalise and test the method on a Danish groundwa-
ter model case and explore its implications for groundwater management. 
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The core idea is to train a neural network to predict 
drawdown from groundwater abstraction using results 
and features from a numerical groundwater model 
to significantly reduce computation times. Whilst the 
method can generally be applied to most groundwater 
models, a few site-specific decisions need to be made. 
Our objective is to make minimal changes to the method 
to accommodate the new groundwater model. We also 
aim to expand the method’s capabilities from 2D to a full 
3D model by training the neural network with simulated 
drawdown data from all model layers, which come from 
wells situated in various aquifers. 

All the work is performed on a computer with an 13th 
Gen Intel Core i9 3.00 GHz processor and 128 GB RAM.

Egebjerg groundwater model
For the Egebjerg catchment, a groundwater flow model 
has been developed using MODFLOW 6 (Langevin et al. 
2017, 2019). This model employs a grid size of 144 × 121 
with a 100 × 100 m discretisation across its 14 layers 
of varying thicknesses (Enemark et al. 2022). Boundary 
conditions are modelled using the general head bound-
ary package (GHB) for lakes and coastal areas, the 
recharge package (RCH) for the simulation of ground-
water recharge in the top active cells, the drain package 
(DRN) for simulating stream flow (DRN-RIV in Fig. 1A) 
and drainage in all top active cells and the well package 
(WEL) for simulating groundwater abstraction in active 
wells. Topography and the location of the boundary con-
ditions in the model are visualised in Fig. 1A.

The geological layers alternate between sand and 
clay deposits with a thick chalk aquifer beneath. The 
downwards extent of the chalk layer is unknown but is 
assumed to be –550 m below sea level. To simulate lay-
ers that pinch out, the vertical pass-through option in 
MODFLOW 6 is used. This option is applied for cells with 
a thickness of <0.5 m where flow is distributed down-
wards to the subsequent active cell. 

Data-set construction
The data set for training the neural network consists of 
sets of target data Y and input features stored in a vec-
tor X. Features are related to targets with an unknown 
function f, such that:

 Y = f (X), (1)

where f is determined through training of the neural net-
work (Gardner & Dorling 1998). Here, the target data Y in 
Eq. (1) is the simulated drawdown caused by groundwa-
ter abstraction in the model. The training data set is cre-
ated by conducting 1000 simulations. In each simulation, 
a new well is introduced into the groundwater model. 

The well’s location is randomly chosen from one of the 
layers containing water and having a thickness >10 m. 
Additionally, the pumping rate for the well is drawn 
randomly from a uniform range spanning 100–5000 
m3·day–1. A single MODFLOW simulation takes 3.2 ± 0.1 
s to run. The change in drawdown in each cell caused by 
the abstraction is saved for the target data.

Dahl et al. (2023) proposed to use a subset of the full 
information in the model for the input feature vector 
X. The subset contains 12 influencing features that are 
generally available in most groundwater models. We 
extend the method from only observing drawdown from 
abstraction in a single layer to the full 3D model, where 
a well can be placed at different depths, and changes 
in drawdown are predicted for all layers. The features 
from the Egebjerg groundwater model used for train-
ing include the hydraulic head before pumping, distance 
to well (Fig. 1B), travel time to well (Fig. 1C), distance 
to head boundary (GHB package; Fig. 1D), distance to 
stream (DRN package; Fig. 1E), pumping rate, hydraulic 
conductivity and the logarithmic hydraulic conductivity 
in the current cell, well location (row, column and layer) 
and the layer of the current cell. The travel time feature 
does not represent a specific physical measure but is 
a proxy of water’s ability to travel to a certain location 
depending on the distance and flow resistance along the 
travel route (hydraulic conductivity). The fast-marching 
algorithm is used to compute these travel times in a 2D 
plane of the active cells just below topography, as imple-
mented in the scikit-fmm Python extension module 
(Furtney 2021) and applied in other studies for training 
machine learning models with simulated data (Thibaut 
et al. 2021).

Neural network setup
The structure of the neural network consists of an input 
layer of size 12 (the number of input features), fully con-
nected to three hidden layers, each with 75 neurons as 
in Dahl et al. (2023). The output layer has two neurons for 
estimating the mean and standard deviation of a normal 
distribution representing the drawdown. We apply the 
Gaussian Error Linear Unit (GELU) activation function 
(Hendrycks & Gimpel 2016) between the input and hid-
den layers and a linear activation function between the 
last hidden layer and the output layer. The Adam algo-
rithm (Kingma & Ba 2014) is used to minimise the loss 
function, which is defined as the negative log-likelihood 
of 1D Gaussian distribution. This allows us to interpret 
the output of the neural network as a Gaussian distri-
bution as describing the drawdown (Dahl et al. 2023). 
We use the Python libraries Tensorflow and Tensorflow 
Probability (Abadi et al. 2016; Dillon et al. 2017) for the 
construction and training of the neural network.
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The holding input features of the constructed data 
set and simulated MODFLOW responses are split 80/20 
into a training data set and a validation data set and 
standardised using a standard scaler. The validation set 
is withheld from training and used to validate the ongo-
ing training phase to prevent overfitting. During train-
ing, if loss improves for the training data but not for the 
validation data, the neural network is likely overfitting to 
the training data. We train the network for 1000 epochs 
and observe a stagnation in loss improvement without 
encountering overfitting. Additionally, an independent 
third test data set is constructed from 80 new MOD-
FLOW simulations, separate from the validation data set 
for performance evaluation.

Results
The performances of the trained neural network on 
the validation and test data are shown in Fig. 2A–B as 
normalised density plots of MODFLOW simulations 
(observed drawdown) against mean predictions (pre-
dicted drawdown) with a logarithmic colour scale. The 
sum of all values in the figure adds up to 1. The dashed 
identity line represents the ideal agreement between 
MODFLOW simulations and predictions of the neural 
network. In both data sets, we observe the highest con-
centrations exactly on the identity line for a drawdown 
from 0 m and up to c. 3 m. Here lies the highest den-
sity region containing 95% of the data marked with the 
white contour line (Fig 2A–B). In this interval, the data 

density rapidly decreases as we move away from the 
line in both directions. For higher values, we observe a 
shift in the validation data density plot away from the 
identity line, and the spread increases. Figure 2C shows 
histograms depicting the differences between true 
MODFLOW results and predictions within the two data 
sets, confirming a small error of less than 0.2 m for most 
differences. Figure 2D displays histograms depicting 
data set z scores, which quantify the deviation of MOD-
FLOW results xMOD from the mean prediction μNN in terms 
of standard deviations, σNN where,

  (2)

The root mean squared errors between observed and 
predicted values in Fig. 2A–B are  RMSEvali  = 0.19 m and 
RMSEtest = 0.17 m. The low errors are in good agreement 
with the observed high density of observations near the 
identity line and the distribution in Fig. 2C.

We test the neural network at two different locations 
outside the original training and validation data sets 
and compare predictions to MODFLOW results (Fig. 3). 
In case 1 (Fig. 3A), the well is placed in layer 6 at row 
55 and column 99 with a pumping rate of 798 m3·day–1. 
The drawdown from the MODFLOW simulation shown 
in Fig. 3A is compared to the predicted mean and stan-
dard deviation from the network (Fig. 3B–C). The differ-
ence between MODFLOW and the predicted mean of 
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Fig. 1 A visualisation of the Egebjerg model boundary conditions and some of the relevant features for training. A: Streams (blue; DRN-RIV), lakes 
and fjords (Green et al. 2011) and wells (red; Well) are modelled as boundary conditions shown on top of a topographic map. B–E: Examples of input 
features to the neural network. DRN-RIV: drain package. GHB: general head boundary package. 
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the network is visualised in Fig. 3D. The network repli-
cates the MODFLOW results well with low differences 
between the two in most parts of the layer. We observe 
some areas with larger differences that seem to cor-
relate with locations of boundary conditions such as 
simulated rivers and other wells. Also, positive values (in 
Fig. 3D) are observed near the well, indicating that the 
neural network slightly underestimates the drawdown 
in this area. These difficult areas are also visible in the 
standard deviation map of the neural network where 
locations of other wells are clearly observed.

In case 2 (Fig. 3E), the well is placed in layer 6 at row 85 
and column 47 with a pumping rate of 849 m3·day–1. Again, 
MODFLOW results are compared to the neural network 
(Fig. 3F–G) and subtracted to show the difference (Fig. 3H). 
The network models the overall extent of the change in 
layer, though the discrepancy between MODFLOW and 
network predictions is larger compared to case 1. High 
differences are especially apparent at the nearby bound-
ary conditions. Again, this difference between results is 
correlated to the standard deviation map in Fig. 3G, where 
larger standard deviations are observed.
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Fig. 2 The performances of the trained neural network on the validation data set and an independent test data set are shown as density plots A and 
B. The x-axis represents the predicted mean values of the drawdown, whilst the y-axis represents the observed MODFLOW drawdown. Each square in 
the figures covers several observations visualised with a normalised logarithmic colour scale. The identity line (blue dashed line) shows the one-to-
one agreement between MODFLOW and the network. The white contour line holds 95% of the data within. C shows the difference between the true 
MODFLOW values and predicted values for both data sets as a probability density histogram. D depicts the distribution of z scores for the validation 
and test data sets. Brown shading: overlap between test data and validation data sets.
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Predicting the full model drawdown with the network 
takes 0.60 ± 0.01 s, related to running the neural net-
work and input-feature creation. The run-time is 3.2 ± 
0.1 s for MODFLOW simulations.

With the pumping rate as an input feature, it is pos-
sible to perform tests of pumping series where pump-
ing rates are gradually increased, and drawdown is 
predicted using the neural network. Figure 4 shows 
a drawdown in multiple layers for this test where two 
different pumping rates are used with the same well 

setup as in case 1 (Fig. 3A–D). Here, all input features 
are determined once, and only the pumping rate feature 
is changed for all following network predictions. This 
reduces the run-time to 0.29 ± 0.04 s per simulation.

Discussion
We have trained a neural network to replicate the 
results of simulated drawdown using MODFLOW due to 
groundwater abstraction in the Egebjerg groundwater 
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Fig. 3 Results and comparisons between MODFLOW and the neural network in two test cases. A–D: Case 1. A new well is simulated in layer 6 at row 
55 and column 99. The drawdown of the layer above the abstraction layer is visualised for MODFLOW (A), the neural network mean and one standard 
deviation (B–C) and the difference between MODFLOW and network mean (D). E–H: Case 2. The well is moved to layer 6 at row 85 and column 47, and 
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model, taking the same approach as Dahl et al. (2023) 
with only a few changes to input features. This demon-
strates that the methodology of Dahl et al. (2023) can 
be generalised, with only minor modifications when 
applied to new areas. To do this, we extend the method 
to predict drawdown in all layers and allow the well to 
be placed in multiple, suitable layers. As a performance 
test of the neural network on a validation set and an 
independent test set, results of drawdown from mul-
tiple well locations in different layers are presented 
in Fig.  2. The outcomes reveal a strong agreement 
between the predictions of the neural network and the 
results obtained from MODFLOW (Fig. 2A–C), and that a 
substantial amount of the error can be described with 2 
standard deviations (Fig. 2D). The neural network shows 
a tendency to underestimate higher values of drawdown 
in Fig. 2A. This is also the case in Dahl et al. (2023) and is 
likely a consequence of a few high-value observations in 
the training data compared to the large number of low 
values available. This could be solved by sampling differ-
ently from the training data to favour underrepresented 
data (Johnson & Khoshgoftaar 2019) or by error-correct-
ing biased predictions (Belitz & Stackelberg 2021). 

The case analyses from Fig. 3 show that the network 
in general replicates the MODFLOW results well. Some 
difficulties near simulated boundary conditions have 
a large effect on the predicted mean values. However, 
these areas also show an increase in the standard devi-
ation maps making them easier to spot and possibly 
remove or ignore. The standard deviation could poten-
tially act as a verifier of the mean estimate and identify 
network shortcomings. The accuracy of the network con-
firms that the applied approach generalises to a Danish 
case and likely other Danish groundwater models.

The neural network predictions are obtained five 
times faster than MODFLOW results in the full model. 
This modest speed-up can be attributed to the efficient 
run-time of the Egebjerg groundwater model combined 
with the computation of input features but could poten-
tially be much higher in a model with higher resolution. 
The neural network, however, provides inherent flexibil-
ity, allowing for predictions within specific subareas of 
the model rather than necessitating computations for 
the entire model each time, thereby reducing the com-
putational load. Furthermore, for the pumping analysis 
(Fig. 4), all features, except for the pumping rate, need 
to be computed only once. This results in subsequent 
network simulations being 11 times more efficient than 
those using MODFLOW. Such an analysis for a subarea 
of the model could greatly reduce the computational 
time compared to MODFLOW. The proven speed-up and 
replication accuracy of the network make it a great addi-
tion to decision support tools, for example, during initial 
screening investigations. 

Conclusions
In this study, we have trained a neural network to pre-
dict drawdown from groundwater abstraction to test 
the abilities of the network and the applied approach 
to generalise to a Danish catchment. We extend the 
approach to the full 3D model to increase user flexi-
bility and general applicability with only a few modifi-
cations to input features and network setup. We find 
a good agreement between MODFLOW results and 
network predictions and show that areas with high 
disagreement correlate well with larger network stan-
dard deviations. The neural network offers a 5-time 
speed-up compared to MODFLOW runtime for a single 
simulation and 11-time speed-up in pumping analysis 
tests with multiple model runs where input features 
are only calculated once. Furthermore, the network is 
flexible and can be limited to predict changes in subar-
eas of the model reducing the number of computations 
required.

We conclude that the applied approach generalises 
well to the Danish groundwater model, and that the 
trained network has potential as a decision support tool.
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